
Conference
2017

Network Testing (OTDR 
and Ethernet-Based 
Services)



Conference 2017

Format for workshop

• Slide deck presentation on OTDR Testing
• Move to equipment for Hands On to look at 

OTDR and apply what you learned
• Refreshment Break
• Slide deck presentation on Testing Ethernet-

Based Services (EtherSAM)
• Move to equipment for Hands On to look at 

EtherSAM and apply what you learned
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Conference 2017

OTDR Testing Fundamentals

Presenter Shawn Tang

Shawn is the Territory Manager at EXFO Inc. for 
Western Canada. 
He brings over 20 years of experience in the 
Telecommunications industry. 
He received his Masters degree from Wuhan 
Research Institute in Electrical Engineering and 
a Bachelor degree from Beijing University in 
Computer Science.
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Conference 2017

Ethernet-Based Services Testing

Presenter François Marcotte

François is a senior engineer currently working 
for EXFO in Montreal. 
He brings over 28 years of experience in the 
Telecommunications industry. 
He graduated from the Electrial Engineering 
program from Ecole Polytechnique of Montreal.
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From OTDR 101 to 
Intelligent Optical Link 
Mapper IOLM
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Connector cleaningness and macrobending

Installation best practices
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A visual inspection of the end faces of connectors could be 
enhanced buy using a software analysis based on IEC standards

Installation best practices
Connector cleaningness
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How Does an OTDR Work?

Ø Laser / Coupler / Photodetector
§ Fresnel Reflections along the fiber are measured
§ Rayleigh Backscatter along the fiber is measured
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Reflectometry theory

Rayleigh Backscattering
§Comes from the “Natural” reflection of the fiber
§The OTDR will use the Rayleigh back reflections to measure fiber’s 
attenuation (dB/Km)
§Back reflection level around -75 dB
§Higher wavelength will be less attenuated by the Rayleigh 
Backscatter

Source

Ray of 
light

Silica particles
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Reflectometry theory

Fresnel back reflections
§ Will come from abrupt changes in the IOR, ex: (glass/air)

§ Fiber break, mechanical splice, bulkheads, connectors
§ Will show as a “spike” on the OTDR trace
§ UPC reflection is typically -55dB and APC -65dB (as per ITU) 
§ Fresnel reflections will be approximately 20 000 times higher than 

fiber’s backscattering level
§ Will create a « Dead Zone » after the reflection
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How does an OTDR Work?
Pulse versus resolution and dynamic range

Short Pulse : more resolution but less energy

Long Pulse width: more energy but less resolution
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10 us pulse
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20 us pulse
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OTDR specifications & limitations
- Pulse width vs. Dead zones and Dynamic range

Short pulses will give a better resolution but less dynamic range:

Long pulses will give a better dynamic range but less resolution:

Two connectors 3 meters apart End of link (patch panel)

Connectors 
are 

measured 
for distance 
and marked 
as separate

events

Connectors 
are 

« merged » 
and 

identified as 
one event

End of fiber is not reached due 
to low power of short pulses

End of fiber is reached and located 
when using a larger pulse

5ns pulse

30ns pulse
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Macrobending

A fiber curvature that causes loss of light
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Singlemode gainers
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Bi-directionnal traces
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Echos on OTDR traces

Echos are more 
frequent in multimode 
because of high 
reflectance connectors.

In this example the echo 
is located at twice the 
distance of reflectance 2.
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Pulse suppressor box (PSB)

OTDR A BFUT
Link budget = FUT 

(excluding connectors A and B)

OTDR A BFUT
Link budget = 

connector A +FUT

OTDR
Link budget = 

connector A + FUT 
+ connector B

PSB

A BFUTPSB PSB



What is this?



What is this?



What is this?
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Installation best practices

OTDR: Single pulse

Using Intelligent optical link mapper IOLM™ instead of the good old OTDR

IOLM™: Multipulses with smart 
recognition and diagnostic



iOLM results
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Troubleshooting with OTDR/IOLM on live fiber

› A filtered out of band OTDR/IOLM is able to test a live fiber showing stress or excess 
loss.

› An optional Power measurement is also available on the live Port 
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iOLM report now includes real OTDR trace



28© 2010 EXFO Inc. All rights reserved.. 28© 2012 EXFO Inc. All rights reserved.

Certification using iOLM

Preset test configs Complete report with selected standard

Certified configurations

Thresholds values on report – Jan15
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Intelligent Optical link mapper
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New challenges for the OTDR

Short links requirements:
• High resolution
• Fast acquisition time
• Length measurement accuracy
• Loss accuracy
• Close events
• Macro bend detection

Long links requirements:
• High Dynamic range
• High sensitivity
• First 10Km high res
• Macro bend detection
• Loss accuracy
• ORL accuracy

Data centers, FTTH, C-RAN, 
FTTA, FTTB, Backhaul, Front haul

DWDM, RAMAN, ROPA, 100G, 
200G Backbones

Re
so

lu
tio

n D
ynam

icOTDR short pulses OTDR long pulses
Intelligent optical link mapper: IOLM

OTDR medium pulses… …

O
PT

IM
O

D
E
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QUESTIONS?
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Ethernet Technology 
Review and EtherSAM
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OSI	Reference	
Model	Popular	Protocols

Physical

Data Link

Network

Transport

Session

Presentation

Application Data

Data

Data

SEGMENT

PACKETS

FRAMES

BITS

U
pp

er
 L

ay
er

Lo
w

er
 L

ay
er

SONET/SDH, RS-232, 100BASE-T -100Gig, 
T1, T3, Modems, Coax, Fiber, Copper

Ethernet, PPP, HDLC, ATM, Frame Relay

IP, BGP, OSPF, IGRP

TCP, UDP

DNS, NetBIOS-NS,

ISO Presentation Protocol

FTP, HTTP, TFTP, Telnet, NTP
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§Support Full Duplex

§Frame structure preserved accros all 802.3 standard
§Interconnexion from 100Mbps to 100 Gig

§Frame size minimum to maximum

§64 Bytes to 1518 Bytes

§Bit Error Rate (BER) objective 

§Better than 10-12 for L1 (Physical) and L2 (MAC)
§Support for Optical Transport Network (OTN) 

IEEE 802.3

OH:18B 



35©	2015	EXFO	Inc.	All	rights	reserved.

35© 2011 EXFO Inc. All rights reserved.Programme de formation «Devenez expert»

Interconnects all ethernet type system 

802.3 Interconnection

OTNSwitch
Switch

10Gig1Gig

Router

100Gig
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Internetworking	Devices



IEEE	802.1	Q/p

Preamble
Destination
Address

Source
Address TPID

IEEE 802.1Q Tagged Frame

8 6 6 2 46-1500 4

Tag FCSDATA

2

Priority CFI VLAN ID

3 bits 1 bit 12 bits (0 to 4095)

IEEE 802.1p

Type

2

IEEE 802.1Q: 81-00



Ethernet Test Requirements



The services
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Typical SLA for Ethernet-Based Services 

SLA Parameter
Services

Comments
Ethernet 
Services

Mobile Backhaul 
Services

Legacy TDM 
Services

Frame Delay
(Latency)

typical 5 ms -
best effort up to 

30 ms
5 ms (max 8ms) 50-60 ms MEF 3 <25 ms

Frame Delay 
Variation - FDV

(Jitter)
2 ms - MEF 3 <10 ms

Service dependant

Frame Error rate Better than 1x10-6 (0.0001%) - Service dependant

Bit Error Rate - From 1x10-9 to 
1x10-11 From 1x10-11 -

Service Disruption 50 ms From a Layer 1 
perspective

Network Availability 
(Protected Core) From 99.995 to 99.999% 26.28 to 5.26 min. per 

year



MEF:	Performance	Guide	for	Metro	Ethernet

Performance
Attributes

Real time 
application
Ie: VOIP

High 
priority data

Lower 
priority data

Pt-Pt Pt-Pt Pt-Pt

Latency one way (ms) £ 8 £ 20 £ 37

Packet delay 
variation, Jitter (ms) £ 2 £ 8 N/S

Frame Loss Rate 
(ratio)

£0.001% 
i.e. 10-5

£0.001% 
i.e. 10-5

£0.1% 
i.e. 10-3



MEF:	Performance	Guide	for	Regional	Ethernet

Performance
Attributes

Real time 
application
Ie: VOIP

High 
priority data

Lower 
priority data

Pt-Pt Pt-Pt Pt-Pt

Latency one way (ms) £ 25 £ 75 £ 125

Packet delay 
variation, Jitter (ms) £ 8 £ 40 N/S

Frame Loss Rate 
(ratio)

£0.001% 
i.e. 10-5

£0.001% 
i.e. 10-5

£0.1% 
i.e. 10-3
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Test	Scenario

Is	the	Ethernet	test	a	short	term	performances	assessment	or	a	long	term	acceptance	test?
Is	the	service	delivered	via	a	switched	transport	or	via	transparent	transport?

Short	Term	test Long	Term	test

Switched
transport

Transparent
transport

Frame	
generation	
analysis		or	
EtherSAM

BERTRFC2544	or	
EtherSAMTEST
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Framing representation

Frame from 64B to 1518B



EtherSAM
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RFC-2544	Characteristics

RFC-2544

§ Defined in 1999
§ Specific set of test to measure the 

performances of network device
§ Not all test apply to all type of device
§ The ideal test is using one port to transmit 

and one port to receive the frames
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RFC-2544 test example

1GE 1GE

TX ni Frames RX ni-f Frames

Test unit

Ethernet Switch
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RFC-2544	Characteristics

Each test will use the following frame 
distributions

§ 64B,128B, 256B, 512B, 1024B, 1280B, 1518B
§ A test time will be define for every test

4 tests defined in the RFC
§ Throughput - Bandwidth
§ Back-to-back
§ Frame Loss
§ Latency 
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Performance Tests  

Throughput (Bandwidth Verification)   
Maximum rate of transmitted frames through the network.
Test Objective:  to find the throughput of the device under test with no 
frame loss.

Back to Back (Burstability Bandwidth)
Maximum burst of traffic through network where Burst = the max number 
of                              bytes at full line rate before a packet is dropped
Test Objective: to find the Maximum number of frames that can be sent at 
the max throughput without frame loss.

Frame Loss - Measure network ability to handle overload. 
Test Objective:  % of frames lost due to the lack if resources

Latency - Round Trip delay of frames through network
Test Objective: to find the time required for a sent frame to go through the 
device under test and return to the test set.
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Time

Tr
af

fic
 ra

te

RFC-2544 Process

100%
80%

40%

60%

Frame Loss
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Turning up service

Network

Service Performance Test
(SAM) L3

System turn up
L2Client CO

Internet
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Y.1564 SAM (Service Activation Methodology)

Phase	2	– Performances	Test

Objective: Validate	the	quality	of	service		
of	each	defined	service	and	prove	SLA	

conformance

Methodology:	All	services	are	generated	at	
once	to	their	CIR	and	all	KPIs	are	measured	

for	all	services

Phase	1	– Network	Configuration	Test	(Ramp	Test)

Objective:	Validate	the	network	
configuration Methodology: RAMP

Automatic	test
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CIR = Bandwidth
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ITU-T Y.1564 Phase 1: Service Configuration

Service 1

Test objective

Phase	1:	Service	Configuration	Test

Objective: Service	
validation

Methodology:	Individual	
test

Service 2

Service n

§ throughput, 
§ frame delay, 
§ frame loss, 
§ frame delay variation 

(Jitter)
§ OOS

Service 1Service 2Service n
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RFC 2544 vs Y.1564

RFC process Y.1564 process



56© 2015 EXFO Inc. All rights reserved.

ITU-T Y.1564 Phase 2: Performances

Test objective

§ throughput, 
§ frame delay, 
§ frame loss, 
§ frame delay variation 

(Jitter)
§ OOS

Phase	2:	Performances	Test

Objective: Test	all	
performances

Methodology: All	
services	are	tested	

Service 1

Service 2

Service n

ALL	SERVICES



Demonstration on unit



58©	2016	EXFO	Inc.	All	rights	reserved.

Test applications
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Testing example



Layer	1,2,3
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Interpretation	of	Test	Results



Report	Section	5.1.3	Error	Analysis
qSymbol	Error:		an	invalid	code-group	in	the	transmission	code	is	detected	– an	invalid	8B/10B	modulation	code	
sequence

qIdol	Error:		an	error	detected	between	the	end	of	a	frame	and	the	beginning	of	the	next

qFalse	Carrier:		a	frame	that	arrives	without	a	valid	start	of	frame	indicator

qFCS:		Frame	Check	Sequence – extra	checksum	characters	added	to	a	Frame	in	a	communication	protocol	for	error	
detection	and	correction.

qJabber/Giant:		indicates	the	presence	of	a	frame	larger	than	1518/1522	with	an	invalid	FCS.

qOversize:		indicates	the	presence	of	a	frame	larger	than	1518/1522	with	a	valid	FCS

qRunt:		The	presence	of	a	frame	smaller	than	64	Bytes	with	an	invalid	FCS

qUndersize:	The	presence	of	a	frame	smaller	than	64	Bytes	with	an	valid	FCS

qAlignment:		The	number	of	bits	received	does	not	correlate	to	an	even	number	of	Bytes	and	the	FCS	is	invalid

qCollision:		Indicates	the	number	of	collisions	on	the	link

qLate	Collision:		Indicates	a	collision	which	happens	after	64Bytes	of	the	frame	has	been	received

qExcessive	Collision:		Indicates	the	number	of	frames	that	were	unsuccessfully	sent	16	times	because	of	successive	
collisions



Report	Section	5.2.2	Valid	Frame	Counts

qMulticast	- simultaneously	delivering	a	single	stream	of	information	to	thousands	of	recipients
qBraodcast - transmitting	a	packet	that	will	be	received	by	every	device	on	the	network
qUnicast – sending	of	messages	to	a	single	network	destination	identified	by	a	unique
qN-unicast -

Report	Section	5.4.1	High	Layer	Protocol

q IP	Header	Checksum	– An	error-detection	method	where	each	transmitted	message	results	in	a	value	based	on	the	
value	of	total	bytes	in	the	message.
qUDP	– Connectionless	oriented	- Best	effort
qTCP	– Connection	oriented	– sequence	numbers;	flow	control;	exchange	of	control	messages


